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Flash is Coming

� The age of flash-based DBMSs is coming

− Oracle’s TPC-C BM result @ 2010 using 
Exadata

� Oracle + Sun Flash Storage

� Total cost:                                49M $

- Storage:                           23M $

- Sun Flash Array:      22M $

- 720 2TB 7.2K HDD: 0.7M$

− IBM proposed SSD Buffer (VLDB 10)

− And MS SQL Server @ Jim Gray Lab  ..

SKKU VLDB Lab.
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In-Page Logging (IPL) @ SIGMOD 2007

Database Buffer

Flash Memory

In-Memory
Data  Page 

(8KB)

Update-in-place

In-Page Log 
Sector (512B)

…

…
Log Region (8KB)
: 16 Log Sectors

1 Physical Block

Log Write 
Operation

Apply Log Records

Read 
Operation

15 Data Pages (120KB)

(Erase Unit : 128KB)

- Updates are represented by
physiological log records

- Write reduction by writing 
log sectors instead of data 
pages themselves
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Block Merge in In-Page Logging 

� Merge: new internal operation in IPL

A Physical
Flash 
Block

log area (8K): 
16 sectors

B
old

B
new

clean log area 

up-to-date
15 8KB data pages

Merge



6

Transactional IPL ( TIPL ) @ ICDE 2011

Traditional 

In-Place Update

* No in-place update

Log-Structured 

Approach

In-Page Logging 

Approach

* No mechanical latency

* Fast Read Speed

New Recovery & 

Multiversion Store

* Page-oriented Redo Log

� Dual uses of IPL log

1. Better write performance

2. Transactional support

(with nominal overhead)

log area (8K): 

16 sectors

15 pages:
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IPL: Threats and a Reliefer

� IPL key point

− Write reduction by capturing minimal change (or delta)

� Threats

− The smallest unit of write is expected to increase: 512B � 2KB

� The benefit of IPL can reduce

− Read overhead

� PRAM
log area (8K): 

16 sectors

� 4 2K-pages

15 pages:
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Internal Fragmentation

� Reduced write buffering

� Frequent merges

� Wear leveling
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PRAM Researches in DB Communities

� Query processing using PRAM @ CIDR 2010

� PRAM as Log Device @ ICDE 2011
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Flash Memory vs. PRAM

� The performance of PRAM is far lagging behind its promise
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Flash vs. PRAM

� Write performance of PRAM

� Key difference b/w Flash and PRAM: (from IPL viewpoint)

− Faster read/write latency for small size data

− Byte-addressability for read and write

log area (8K): 

Flash vs. PRAM

Data 

pages:

32 B 320B 1KB 2KB

Flash Memory
250us

7.1 us

500us
PRAM

71 us
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A Personal Prediction on Flash and PRAM

� Although some advocates of non-volatile memory predict that 

flash memory will give way to non-volatile memory soon(e.g. 

by 2012), 

� We believe that they will co-exist, complementing each other, 

for a while until the hurdles in its manufacturing process are 

lifted and non-volatile memory becomes commercially 

competitive in both capacity and price. 

� Vendors did not find any killer application for PRAM.

− Chicken and egg dilemma!
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IPL-P: IPL with PRAM

� Advantages

− Fast write latency for small log data

− Delay merge operation (e.g. 4 writes � 80 writes)

− Reduce (or almost hide) the read overhead of IPL

− Can use commercial Flash SSDs (even MLC-based SSD)
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IPL–P: Performance (Simulation)
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IPL –P: Performance on Real Board

� System Architecture

IPL-P Berkeley DB

Data Store Modules

B+ Tree

Buffer Pool

IPL Log Manager

IPL IO Manager

Metadata Manager

IPL Modules

Benchmark Application

Insert / Update / Retrieve <Key/Value> 

Data Area 

(Flash Memory SSD)

Log Area

(PCRAM)

Storage
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IPL –P: Performance on Real Board (2)

� Hardware
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IPL –P: Performance on Real Board (3)

� Flash vs. PRAM: On-Board Performance
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IPL –P: Performance on Real Board (4)

� With 8K log area
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IPL –P: Performance on Real Board (5)

� By varying log area size
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Conclusion and Future Works

� Flash memory and PRAM will complement each other ..

� As a model case of hybrid storage design based on flash 

memory and PRAM, we proposed IPL-P

� Future works

− DIMM module?

− Implement TIPL-P using MySQL inno DB storage engine


