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 Need to bridge performance gap in computing platform

- CPU cache bridges CPU and system memory (DRAM) gap

- Need to bridge the gap between system memory and HDD
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1980           1985           1990         1995           2000           2005            2010

10GHz

1GHz

100MHz

10MHz 1993: EDO, 33MHz 

2001: DDR266 

2004: DDR2-533

2007: DDR3-1067 

1985: FP, 13MHz 

2010: Future, 1600

1997: SDR, 133MHz 

1994: SDR, 66MHz 

2005: P4, 3.8GHz 

1982: 286, 6MHz 

1985: 386, 16MHz 

1993: P, 66MHz 

1997: PII, 300MHz 

1999: PIII, 500MHz

2000: P4, 1.5GHz 

2003: P4, 3GHz 

1989: 486, 25MHz 

(52MB/s)

(132MB/s)

(528MB/s)

(1GB/s)

(2.1GB/s)

(4.2GB/s)

(8.5GB/s)

2000: ATA5 (20/66 MB/s)

2005: SATA3G (50/300 MB/s)

2008: SATA6G 
(100/600 MB/s)

2003: SATA1.5G (40/150 MB/s)

* Measure values are average 

and not max/peak

CPU

DRAM

HDD
(12.8GB/s)

Source: Samsung

1998: ATA4
(10/33 MB/s)

1996: ATA2

(5/16 MB/s)

2002: ATA6
(30/100 MB/s)

Max. value

2006: Core Duo

2006: Quad Core

1x

>4x

A New Hurdle in Computing Platform
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Existing Approaches - I

 NVC (Non-Volatile Cache)

- Flash memory is added as a storage cache

 Pros

– No HDD SKU proliferation for PC OEMs

 Cons

– Data separation problem: Inconsistency may happen if either HDD or 
flash memory is detached from the system

– System synchronization required in every power on cycle

Source: www.fusionio.com

-4-

http://www.marvell.com/index.jsp


NVRAMOS 2008 

Existing Approaches - II

 SSD (Solid State Drive)

- Data storage device that uses sold-state memory

- Utilizing existing storage device interfaces

 Pros

– No additional system variation for computing platform

– Fast TAT time for production launch

 Cons

- Cost, System optimization, variety of SKUs (over 83 vendors)

Source: www.superssd.com

Texas Memory System – RamSan-440

4500MB/s sustained throughputs

600k random IOPS

Fiber Channel I/F, DRAM SSD

Violin Memory Inc – Violin 1010

Scalable Memory Architecture (VXM)

84 VIMMs (Violin Intelligent Memory Modules)

1M random IOPS

PCIe x4/x8 I/F, DRAM/Flash SSD

Source: www.violin-memory.com
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Why NAND Flash is Good Solutions ?

 Flash complements HDD for Fast Seek and Low Power

- Consistent performance at sequential and random access

- Low power and instant standby and activation

NAND Flash

R: 34MB/s, W: 17MB/s   

4/8/16Channels, N Chip *    

54mW

90uW

R: >34MB/s, W: >17MB/s     

2.5” 5400rpm HDD

R/W: 5 ~ 10MB/s

Not Available

2.5W

2.5W

R/W: 22 ~ 48MB/s

Random Access

Multi-Interleave

Active Power

Standby Power

Sequential Access

*Using Interleave, Flash can support the best read and write performance 
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 17MB/s with a single 50nm 8Gb SLC in one plane mode

 Performance = F {multi-plane, multi-way/channel…}

81.4x

40.7x

53.9x

26.9x

36.3x

20.5x

27.6x

4KB2KB

1-plane 1-plane
& cache

2-plane
1-plane
2-way

interleave

2-plane
2-way

interleave

3.4x

1.0x

5.1x 6.6x

10.2x

5.1x

6.9x

10.2x
13.4x

20.3x

page size: 4KB 4KB
Channel: 2ch1ch 1ch 4ch

4KB
8ch

4KB
16ch

13.9x

41.0x

20.5x

5.1x

1.3x

10.2x

1.7x 2.0x
2.5x 2.5x

1.3x

3.4x
3.4x

NAND Flash like Toy of LegoTM

Pipelining
(Source: 2007 Samsung)
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 Corp. Notebook: 30~40GB/Home User: 48GB (eWeek.com ‟06 Aug.)

- OS (XP: 3~4GB, Vista: 10GB) + App. (6~7GB) + User data (~20GB)

 2010: 1.8” HDD 43Mpcs, 2B$ forecasted

No More NAND Price is Limit !

$1

$10

$30

Drop Rate=-36%
(Recent 4yrs avg)

Drop Rate=-48% 
(Recent 2yrs avg)
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2.5” HDD 40~250GB

1.8” HDD 20~100GB

1” HDD 4~12GB

NAND
Drop Rate=-60% 
(Recent 1yrs avg)

(Source: Samsung 2008)

2006 2007 2008 2009 2010

Drop Rate=-40% 
(Estimated: MLC)$0.5
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SSD Overview

Mechanism

2.5” SATAII SSD
(RBA MLC based)

Magnetic

Rotating Platters
Solid NAND
Flash Based

Density 80GB~256GB

Weight 365g79g

2.5” SATAII HDD
(7200rpm based)

Performance Read : 59MB/s

Write : 60MB/s
Read : 250MB/s

Write : 160MB/s

Active Power

Consumption
3.86W0.8W

Operating

Vibration
0.5G (22~350Hz)20G (10~2000Hz)

Shock 

Resistance
300G/2.0ms1500G/0.5ms

Endurance MTBF < 700k hrs.MTBF > 1M hrs.

 Overall Comparison  Access Time Comparison

Access Time Comparison

0

2

4

6

8

10

12

14

HDD SSD

Access Time

[m sec]

Rotation [Motor]

Seek [PIN]

Over 100x 

Faster..!!

 SSD is superior to HDD considering all aspects..!!

 Especially, SSD has ultra fast access time thanks to no rotation platters..!! 

Data Transfer
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SSD Lineup

 Product Categories

Major Target Consumer/Laptop 

Storage

Enterprise/Server 

Storage

Military/ 

Industrial Storage

Optimized For Lowest $$/GB Performance, Power Reliability, Durability, 

Rugged,  Security

Applications Mixed OLTP, Office Productivity, 

Data Mining

Data Recording, 

Mission Media

Trend Moving to MLC Higher MTBF Encryption

Military/Industrial

SSD

Enterprise/Server

SSD

Consumer/Client

SSD
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May 15, 2008

3X

Fast Startup
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9X

May 15, 2008

Fast User Experiences
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4X

May 15, 2008

Fast Gaming Experiences
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RPM Drive

4200 Hitachi GST Travelstar 4k120

5400 Toshiba MK1032GSX

7200 Hitachi GST Travelstar 7k100

10K Seagate Savvio 10K.1

15K Seagate Cheetah 15K.4

* HDD DATA back ground

Power Savings

 SSD has 9X to 14X power savings compared HDD

 15K RPM 3.5” HDD, operating - 14W, idle – 9W

 SSD, under 1W at both operating & idle
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More Lifetime

 MLC SSD Estimated Notebook Lifetime

4.8GB 20GB GB / Day

SSD 
Capacity

64GB

128GB

256GB

12.4GB

Professional

71 
Years

141 
Years

283 
Years

33 
Years

66 
Years

112 
Years

183 
Years

365 
Years

731 
Years
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Server Opportunity

“Short Stroke”

*HDD: Price and Data from storagereview.com; 

IOPS: average read speed   

*SSD: IOPS: random read @ 512B, Data 

(SEC Marketing)    

Green

 SSD‟s Performance/Power

overcomes HDD‟s

15K HDD 3.5” 15K HDD 2.5” SSD 2.5”

Capacity 300GB 144GB 64GB

Read 93 MB/s 108 MB/s 100 MB/s

IOPS 320 380 800

Price Est. ~ $350 ~ $420 ~ $600

Avg. Watts 16 W 7W 1W

GB / $ 0.86GB 0.34GB 1.0GB

IOPS / W 20 54 80040X 15X

1.2x 2.9x
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Better IOPS/$, IOPS/W in Enterprise

IOPS/$ & GB/$

2.5”
10Krpm

3.5”
10Krpm

144GB, 280 IOPS
 $300
- 0.48GB/$
- 0.93 IOPS/$

400GB, 220 IOPS
 $250
- 1.6G/$
- 0.88 IOPS/$

300GG, 320 IOPS
 $350
- 0.86GB/$
- 0.91 IOPS/$

144GB,380 IOPS
 $420
- 0.34GB/$
- 0.91 IOPS/$

3.5”
15Krpm

64GB, 800 IOPS
 $600
- 0.1 GB/$
- 1.3 IOPS/$

IO
P

S/
$ SSD

3.5” 
7.2Krpm

1000GB, 120 IOPS
 $200
- 5GB/$
- 0.6 IOPS/$

2.5”
15Krpm

IOPS/Watt & GB/Watt

GB/Watt

GB/$

IO
P

S/
W

at
t

64GB, 800 IOPS
 1Watt
- 64GBGB/W
- 800 IOPS/W

SSD

144GB,380IOPS
 7-Watt
- 20.6GB/W
- 54.3 IOPS/W

2.5”
15Krpm

2.5”
10Krpm

144GB, 280 IOPS
 6-Watt
- 24.0GB/W
- 46.7 IOPS/W

300GG, 320 IOPS
 16-Watt
- 18.8 GB/W
- 20.0 IOPS/W

3.5”
15Krpm

3.5”
10Krpm

400GB, 220 IOPS
 11-Watt
- 36.3GB/W
- 20.0 IOPS/W

3.5” 
7.2Krpm

1000GB, 120 IOPS
 8-Watt
- 125GB/W
- 15 IOPS/W
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Source: Samsung 2008

SSD

128GB, 6K IOPS
 1Watt

- 128GBGB/W
- 6K IOPS/W
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Operating System Storage System

SSD Related Technical Issues – Big Pictures

File System

Memory Manager

(ex. VM, Buffer)

Internal Parallelism

(RAID+Buffer*Inside)

2-layered Parallelism

(RAID on RAID)

* Tens or hundreds of MBytes

CPU

DRAMs

Host Interface

NANDs

Storage System 

Architecture

(ex. Hierarchy, RAID)
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Storage System Architecture

 Violin-Memory Inc. (www.violin-memory.com)

 System Architecture

 VIMM + VXM architecture (SSD unit  system level)

 Multi-level Flash RAID Hierarchy

 Tightly integrated RAID/flash controller

 Asynchronous IO over multi-VIMMs

Violin Switched Memory (VXM)

4TB Appliance

Source: www.violin-memory.com
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Operating System

 OS has been optimized for HDD over decades
 Especially, file system and memory management

 Ex. delayed write, sequentially-optimized allocation, read-ahead, swap operation

 HDD optimization = SSD optimization?

 CPU utilization vs Storage Utilization
 OS kernel’s efficiency related to resource balancing

 Resource scheduling optimization issue

 Not only OS, but also Applications
 Application should utilize the internal I/O parallelism of SSD (like CPU parallelism)

 App-level I/O parallelism: multi-tasking I/O, asynchronous I/O

Common

• Favors large I/O

• Favors delayed write

• Segmented FS layout

Different

• Page/block boundary

• Large read-ahead is a waste

• No seek time, but write perf.

is dependent on position &

fragmentation
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File System

 Linux FS Benchmark
 Running postmark on various Linux FS

 Log-structured and COW FS
performs better than
traditional FS on SSD

Workload File size # of file (work-set)

SS 9-15K 10,000

SL 9-15K 100,000

LS 0.1-3M 1,000

LL 0.1-3M 4,250
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Internal SSD Architecture

 Storage Buffer Management
 SSD has larger buffer than HDD (similar to RAID buffer)

 Efficient buffer coordination between host and storage device will be helpful

 How to coordinate with existing RAID system?
 Multi-layered hierarchy of RAID system with (duplicated) buffers

 Translated host I/O pattern into SSD-friendly pattern (ex. Pre-fetch, deferred write)

 How to utilize internal parallelism?
 Interface for multiple I/O command – T10 TCQ (common practice : 32 ~ 256)

 Cf. number of flash chips in SSD – 64 (Gen3)

-24-
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 NAND Flash is no more performance bottleneck

 Host interface would be performance limit

 However, complexity in protocol and SI/PI increase

50MB/s

200MB/s

1GB/s

`00 `02 `04 `06 `08

SATA-1 (150MB/s)
SATA-2 (300MB/s)

SATA-3 (600MB/s)

29MB/s (Page Size=2KByte)*

68MB/s (@66MHz)
x16 SLC NAND

35MB/s
(Page Size=4KByte)*

PCI-Express
(625MB/s @x1)

ATA-4 (66MB/s)

Note *) tRC=50ns, tR=20us

3Gb/s SAS

6Gb/s SAS

12Gb/s SAS

Host Interface

-25-
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NAND Internals

Reliability/Endurance (# of re-write)

W
ri

te
 S

p
e

e
d

 (
M
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/
s
)

Vt

# of Cell

0V

Vt

# of Cell

0V

• High reliability (high #of re-write), Slow write

• High speed write, low #of re-write

no error

Vt

# of Cell

0V

error

no error

high #of 
re-write

low #of 
re-write

after initial write

after many re-write

 Endurance and Write speed is reverse-proportional

„06 ‟10

8Gb

16Gb

32Gb

64Gb

„07 „08 „09

Density

4Gb 60nm

2 bit MLC

SLC60nm

50nm 42nm

3xnm

3 bit MLC

50nm

3xnm

3xnm

42nm
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SSD Resource Management

 How I/O is processed in SSD?
 Internal processing is a sequence of pipelined stages

 I/O stage is parallelized into multiple hardware resources (ex. Chip, channel)

 Resource scheduling of SSD
 How to speed up the entire I/O processing throughput?

 Similar to super-scalar pipeline problem (without inter-request dependency)

Command 

parsing

Buffer 

allocation

Mapping

lookup
Flash read

Flash-to-buf

DMA

Buf-to-host 

DMA

Read I/O Handling in SSD

Interface

Processor

NAND Flash Flash Controller

(per channel)

Host ControllerBuffer Manager FTL

Resources
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Low Power Management

 Power consumption directly proportional to Storage 

Parallelism

 Low power resource

Managements

# of NAND / Rate of Parallelism (channels/ways..)
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)

HDD Active current is about 360 mA

SSD Active current is about 150 mA

1.8” HDD 
Current @Write

SSD 
Current @Write
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Related Works (Research-side)

 Flash Translation Layer (FTL)

 A space-efficient flash translation layer for CompactFlash Systems (IEEE Transactions on 

Consumer Electronics, 2002)

 A superblock-based flash translation layer for NAND flash memory (EMSOFT, 2006)

 A Log Buffer Based Flash Translation Layer Using Fully-Associative Sector Translation (ACM 

Transaction on Embedded Computing System, 2007)

 A Re-Configurable FTL(Flash Translation Layer) Architecture for NAND Flash based 

Applications (RSP, 2007)

 Flash-optimized Buffer Management

 CFLRU: a replacement algorithm for flash memory (CASES, 2006)

 FAB: flash-aware buffer management policy for portable media players (IEEE Transactions on 

Consumer Electronics, 2006) 

 BPLRU: A Buffer Management Scheme for Improving Random Writes in Flash Storage (USENIX 

Conference on File and Storage Technologies, 2008)

 Flash-optimized File System

 A New Type of NAND Flash-based File System: Design and Implementation (WiCOM, 2006)

 An Efficient NAND Flash File System for Flash Memory Storage (IEEE Transactions on 

Computers, 2006)

 Embedded NAND Flash file System for Mobile Multimedia Device (IEEE Transactions on 

Computer, 2008)
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Related Works (Industry-side)

Source: Wikipedia
-30-
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Research Hints

 Operating System
 File system - alignment, allocation policy, design (ex. COW) 

 Block layer - SSD-optimized I/O scheduler

 Volume manager: alignment, allocation

 Virtual memory: read-ahead

 Storage System
 On-storage buffer management

 RAID-like optimization algorithm

 Exchange hint info with host

 Lessons from flash FS
 Sequential writing at multiple logging points

 Wandering tree

 Trace-off between sequentiality vs. amount of write

 Cf. space map (Sun ZFS) 

 Need to optimize garbage collection overhead

 Either FS itself or FTL in SSD

-31-



NVRAMOS 2008 

Research Issue Summary

Technology
Revisiting existing 

technology
New technology for 

flash storage

System Architecture 
for Flash Storage

Host RAID System
Storage management

Violin, TMS

Operating System N/A T13: Trim command

File System
Log-structured FS 
COW FS

N/A

Buffer Management N/A CFLRU, FAB, BPLRU

RAID
RAID Buffer 
management

N/A

Low Power 
Management

Dynamic power 
management

N/A
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3Q 4Q 1Q 2Q 3Q 4Q
2007 2008

Samsung SSD Roadmap
P
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• Max 64GB
- 4-channel, 8-way
- PATA UDMA100
- N880X controller
- SLC only

• Max 128GB
- 4-channel, 8-way
- SATA 1.5G/3.0G
- RBX controller
- MLC/SLC for Note PC
- SLC  for Server

• Max 256GB
- 8-channel, 8-way
- SATA 3.0G, NCQ
- RBA controller
- MLC/SLC for Note PC
- SLC /MLC for Server

Gen1

Gen2

Gen3

• Performance
- Sustained Read/Write

= 60/40MB/sec

• Power 
- Read/Write = 0.04/0.19W
- Idle = 0.035W
- Standby = 0.035W
- Sleep = 0.015W

• Reliability
- 2M MTBF

• Performance
- Sustained Read/Write

= max 100/80MB/sec

• Power 
- Active = 0.4W
- Idle = 0.3W
- Standby = 0.2W
- Sleep = 0.2W

• Reliability
- 1M/2M MTBF for MLC/SLC

• Performance
- Sustained Read/Write

= max 250/220MB/sec

• Power 
- Read/Write = 1W
- Idle = 0.5W
- Standby = 0.3W
- Sleep = 0.3W

• Reliability
- 1M/2M MTBF for MLC/SLC
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The 1st SSD Only NotePC - Lenovo X300TM

 First “Mainstream” SSD Only Notebook

 64GB Solid State Drive

 No HDD Option or “Opt Out”

 Represents an Irreversible Industry Trend…
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Samsung SSD Press Release - Client

Half Slim

Client
MLC
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Samsung SSD Press Release - Server

Blade
Launch

High
Endurance

SLC
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World Recognized Samsung SSD

 Why Samsung ?
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