Unioning of the Buffer
Cache and Journaling
Layers with Non-volatile
Memory

Hyokyung Bahn (Ewha University)




Contents

Reliability issues in storage systems
Consistency problem
Journaling techniques

Consistency problem with non-volatile memory

Non-volatile memory technology overview
Data inconsistency with non-volatile memory

Unioning of the Buffer cache and Journaling layers

In-place commit and system recovery of UBJ
Cache performance of UBJ

Performance evaluation

Conclusion



A man working hard ...

B What the
6 ell?

b

o




A man working hard ...

A problem has been detected and windows has been shut down to prevent damage
o your computer.

PAGE_FAULT_IN_NONPAGED_AREA S Y S T E M

If this 1s the first time y ‘or screen
restart your computer. If t CRASH 1, follow ’
these steps:

Check to make sure any new properly installed.

If this 1s a new installati PLEASE WAIT... ' spftware manufacturer

for any windows updates yoL

If problems continue, disak 'nstalled hardware
or software. Disable BIOS n \ching or shadowing.
If you need to use safe Moc .omponents, restart

your computer, press F8 to options, and then
select safe Mode.

Technical information:

ww¥% STOP: 0x00000050 (0x80010205,0x00000001, 0x8B5982A5, 0x00000000)




What happens?

= Sudden power failure may incur file system
Inconsistency in hierarchical memory systems
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How to solve this problem?

Prevent data inconsistency by journaling techniques
ext3, ext4, ReiserFS, XFS, btrFS

Frequent commit increases write traffic to storage
significantly, leading to the performance degradation
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Non-volatile memory promises to
replace DRAM Iin main memory

1. Scaling Limit of DRAM

Effective Cell Size (nm?)
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(Ming-Hsiu Lee Macronix, NVMTS 2011)
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“DRAM technology is great
challenged beyond 45nm *

Iy-

(NVMW 10, Driskill)

Year

3. Demand for fast memory access

2. Power consumption

As much as 40% of the total system
energy is consumed by the main memory
subsystem in a mid-range IBM eServer
machine. (Querish, ISCA 2009)

Replacing DRAM with STT-RAM in data
centers can reduce power by up to 75%
(NVMW '10, Driskill)

As critical applications are becoming
more data-centric, memory
performance is fast becoming the key

bottleneck




Non-volatile Memory Technology

Source: T. Perez, C. A. F. D Rose, Technical Report, PUCRS, 2010

SRAM | DRAM Disk NAND PCRAM RRAM MRAM
Flash (Memristor) | (STT-RAM)
Maturity Product | Product Product | Product Advanced Advanced
development development
Cell Size 6-8 F* (2/3)F* | 4-5F 8-16 F*
Read 48 ns
Latency
Write 12.5ns
Latency
Energy per 0.02 pJ
bit access
Static Power No
Endurance >10%
Nonvolatility Yes
Current Memory Technologies Emerging NVM Technologies
Scalability Low-power High-performance




Non-volatile Memory Technology
./ |

Source: T. Perez, C. A. F. D Rose, Technical Report, PUCRS, 20)@ \

SRAM | DRAM Disk NAND PCRAM MRAM
Flash (STT-RAM)
Maturity Product | Product Product | Product Advanced Advanced
development development
Cell Size 6-8 F* (2/3)F* | 4-5F 8-16 F*
Read 48 ns
Latency
Write
Latency
Energy per
bit access
Static Power
Endurance
Nonvolatility
Current Memory Technologies Em ergirk NVM Techrlnlogies
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Scalability m Low-power m High-performance E

(Optimistic expectations)




What if non-volatile main memory?

Non-volatile memory seems to provide data
consistency as data survive after crashes

Power crash
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What if non-volatile main memory?

However, inconsistency can occur with non-

volatile main memory

[

"W" is evicted by
cache replacement

System crashes during
overwriting data in cache
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Unioning of Buffer cache and
Journaling Layers (UBJ)

Goal is providing data

consistency without sacrificing ~ horplatleile
performance Main memory

_ _ _ Buffer Cache (DRAM)
Simply adopting non-volatile W[E|S|T
memory does not suffice M
Novel butfer cache architecture, ), . aca e Fansacibr
called “UBJ” SN management
Subsume functions of caching cTol WIETST
and journaling by using a data

block for dual purposes

Secondary Storage

Make a journaling effect just by
changing the status of cache
block instead of storage writes



Workings of UBJ

]
Cache Cache Commit Checkpoint  Final Final Checkpoint
update update <tart end start update update end
Event (W) (E) | (W) (E) |
sequences ®—— S — L ,
Role of > > >
data block Cache block Cache & log block Cache
lnanmall = block (frozen) (normal)
{ Fr'beeze cache bloc Sd Change cache blocks to
to be write-protected i in mem be writable

In-place Transaction
Commit S| TI— :
7 management>\ "~ Syccessfully committed
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Workings of UBJ

Cache Cache Commit

Checkpoint  Final Final Checkpoint

update update ciart end start update update end
Event W) (B W@
Sequences — — — | { } { } |
Role of > >
data block Cache Cache + Journal Cache

Journal data

v' Managed by a transaction

v Protected from partial updates due to
cache replacement

v Perform write requests via copy-on-
write to protect commit data safely

v' Serve read requests as cache blocks




System recovery of UBJ
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Cache performance of UBJ

Buffer Journal

Buffer Cache

NVRAM
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NV

Journal area
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Secondary storage
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Journal area
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Cache performance of UBJ

Buffer Journal
Buffer Cache Cache Area Buffer Cache+ Journal area
NVRAM NVIRAM NVRAM
/
/
- 2. Separate

journaling

0.15 -

Miss ratio

1. Original
buffer cache 3. UBJ

UBJ provides nearly same cache performance as original buffer cache

cache ratio




Performance Evaluation

Prototype of UBJ on Linux 2.6.38

Compare with ext4 in journal-mode
logs both data and metadata

Intel Core 13-2100 CPU
3.1GHz and 4GB of DDR2-800 memory

Emulate non-volatile memory with DRAM

Three benchmarks
Filebench, 10zone, Postmark



Performance Evaluation

I
= Filebench
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Improve execution time and throughput by 30.7% and 59.8% on average




Performance Evaluation
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Improve performance by 110% on average




Performance Evaluation
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Improve performance by 109% on average




Performance Evaluation

Effectiveness of UBJ on performance as the commit
period changes
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The latency of ext4 becomes small as the commit period is longer
The latency of UBJ is not sensitive to the commit period changes



Conclusion

Novel non-volatile memory buffer cache architecture

Subsumes the functions of caching and journaling

Buffer cache blocks €< - Journal logs

Notion of a frozen state

In-place Commit
Journal log block as well as a cache block

Performance results
Implemented on Linux 2.6.38
Compared to ext4 in journal mode
Improve 1/O performance by %76 and up to 240%



